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Sprawy organizacyjne
. Cwiczenie realizowane jest w zespotach dwuosobowych.
. Cwiczenie wykonywane jest w jezyku Python.

. Cwiczenie powinno zosta¢ oddane najpézniej do 22.12.2025. W ramach
oddawania ¢wiczenia nalezy zademonstrowaé prowadzacemu dziatanie ko-
du oraz utworzy¢ pull request (z kodem oraz raportem) ktéry prowadzacy
bedzie mégl komentowac.

. Kod oraz raport powinien by¢ umieszczony na repozytorium|gitlab-stud.
elka.pw.edu.pl, a pull request utworzony do konta prowadzacego:
@djagodzi (dla nazwisk A-N) i @pzawist2 (dla nazwisk O-Z)

. Raport powinien by¢ w postaci pliku .pdf, .html albo byé¢ czescia no-
tebooka jupyterowego. Powinien zawieraé opis eksperymentéw, uzyskane
wyniki wraz z komentarzem oraz wnioski.

. Na ocene wpltywa poprawnosé¢ oraz jakosé¢ kodu i raportu.
. Mozna korzystaé¢ z pakietéw do obliczenn numerycznych, takich jak numpy.

. Implemenetacja algorytmu powinna by¢ ogdélna. W szczegdlnosci: mozli-
wos$¢ zastosowania rozwiazania do dowolnego zbioru danych o wartosciach
rzeczywistych, parametryzowalna liczba warstw i neuronéw w kazdej war-
stwie, mozliwoé¢ wyboru réznych funkcji straty, aktywacji oraz algorytmu
optymalizacyjnego.

. Mozna skorzystaé z pakietéw pandas, scikit-learn w celu zaladowania zbio-
ru danych oraz jego podzialu na czesci.


gitlab-stud.elka.pw.edu.pl
gitlab-stud.elka.pw.edu.pl

2 Cwiczenie

Celem ¢wiczenia jest implementacja perceptronu wielowarstwowego oraz wybra-
nego algorytmu optymalizacji gradientowej, z wykorzystaniem metody propa-
gacji wstecznej.

Nastepnie nalezy wytrenowaé perceptron wielowarstwowy do klasyfikacji ja-
kosci wina na podstawie jego parametréow. Dane znajduja sie w pliku data.csv,
kolumna do przewidywania to quality.

Zadania dla chetnych

1. Przygotuj dodatkowy algorytm uczenia sieci neuronowej, wykorzystuja-
cy adaptacje gradientu (Adagrad, Adadelta, RMSprop, Adam). Poréwnaj
go z zaimplementowanym w ramach ¢wiczenia algorytmem optymalizacji
gradientowej, na domys$lnych oraz zoptymalizowanych wartosciach hiper-
parametréw.

2. Zaimplementuj wybrane mechanizmy regularyzacji: L1, L2 oraz dropout.
Sprawdz, czy przynosza one poprawe jakosci klasyfikacji wzgledem bazowej
sieci.

3. Zaproponuj sposéb poprawy jakosci klasyfikacji dla najmniej licznych klas
w zbiorze danych. Poréwnaj ogélna jakos¢ klasyfikacji oraz jako$¢ klasyfi-
kacji najmniej licznych klas z siecia przygotowana w ramach ¢wiczenia.

3 Uwagi

1. W ramach ¢wiczenia otrzymuja Panstwo juz przetworzony zbiér danych
(ustandaryzowane wartosci cech wejSciowych, zmienione oznaczenia cech
wyjsciowych). Oryginalny zbiér danych znajduje sie pod adresem:

Wine Quality Dataset|.

2. Wymagany jest podzial danych na zbiér trenujacy, walidacyjny i testowy.
Mozna skorzysta¢ w tym celu z gotowych funkcji.


https://www.kaggle.com/datasets/yasserh/wine-quality-dataset
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