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WHI - ¢wiczenie 6: Uczenie si¢ ze wzmocnieniem

22 grudnia 2025

Sprawy organizacyjne

. Cwiczenie realizowane jest samodzielnie.

Cwiczenie wykonywane jest w jezyku Python.

Cwiczenie powinno zostaé¢ wystane do prowadzacego najpézniej w terminie 12.01.2026r (zademonstrowane
i oméwione moze by¢ na pdzniejszych zajeciach). W ramach oddawania ¢wiczenia nalezy zademonstrowad
prowadzacemu dzialanie kodu oraz utworzyé pull request (z kodem oraz raportem), ktéry prowadzacy bedzie
moégl komentowac.

Kod oraz raport powinien by¢ umieszczony na repozytorium gitlab-stud.elka.pw.edu.pl, a pull request utwo-
rzony do konta prowadzacego:@Qdjagodzi (dla nazwisk A-N) i Qpzawist2 (dla nazwisk O-Z)

Dokumentacja powinna by¢ w postaci pliku .pdf albo byé czeécia notebooka jupyterowego. Powinna zawieraé
opis eksperymentéw, uzyskane wyniki wraz z komentarzem oraz wnioski.

Na ocene wplywa poprawnos¢ oraz jakos¢ kodu i dokumentacja.
Mozna korzystaé z pakietow do obliczen numerycznych, takich jak numpy
Mozna skorzystaé¢ ze srodowiska z pakietu minigrid

Implementacja powinna by¢ ogélna, w szczegdlnosci algorytm powinien nadawaé sie do adaptacji do rozwia-
zywania innych probleméw uczenia ze wzmocnieniem.

Cwiczenie

Celem ¢wiczenia jest implementacja algortytmu Q-learning z epizodami oraz e-zachlanng strategia wyboru akcji.
Algorytm nalezy zastosowaé do wytrenowania agenta rozwiazujacego problem Four Rooms (https://minigrid.
farama.org/environments/minigrid/FourRoomsEnv/)), ktéry dostepny jest w pakiecie minigrid. Wykonaj przy
tym eksperymenty dla réznych zestawdéw parametrow, uwzgledniajac: wspolczynnik dyskontowania -y, szybkosé
uczenia [, parametr eksploracji e.

2.1

2.2

Zadania dla chetnych
Dostosuj rozwiazanie, aby dziatalo réwniez dla losowych pozycji agenta i celu.

Zaimplementuj algorytm SARSA dla tego samego $rodowiska.

Wskazowki

Warto pomyéle¢ nad odpowiednia reprezentacja stanu przekazywanego przez Srodowisko, aby nie byto proble-
mu z wielkoscia tabeli Q.

Mozna przyjaé zalozenie, ze trenujemy agenta w srodowisku, w ktorym jego pozycja i pozycja celu sa stale:

env = gym.make("MiniGrid-FourRooms-v0", max_steps=max_steps,
goal_pos=(2, 2), agent_pos=(7,7))


https://minigrid.farama.org/environments/minigrid/FourRoomsEnv/
https://minigrid.farama.org/environments/minigrid/FourRoomsEnv/
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