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Sprawy organizacyjne
. Cwiczenie realizowwane jest samodzielnie.
. Cwiczenie wykonywane jest w jezyku Python.

. Cwiczenie powinno zostaé¢ oddane najpézniej na 14. zajeciach. W ramach
oddawania ¢wiczenia nalezy zademonstrowaé¢ prowadzacemu dzialanie ko-
du oraz utworzy¢ pull request (z kodem oraz raportem), ktéry prowadzacy
bedzie mdgl komentowac.

. Raport powinien by¢ w postaci pliku .pdf, .html albo byé¢ czescia no-
tebooka jupyterowego. Powinien zawieraé opis eksperymentéw, uzyskane
wyniki wraz z komentarzem oraz wnioski.

. Na ocene wplywa poprawnosé¢ oraz jakos¢ kodu i dokumentacja.
. Mozna korzystaé z pakietéw do obliczen numerycznych, takich jak numpy

. Implemenetacja algorytmu powinna by¢ ogélna. W szczegdlnosci powinna
by¢ mozliwa do zastosowania dla dowolnego zbioru danych o dyskretnych
wartosciach atrybutow.

. Mozna skorzysta¢ z pakietow pandas i scikit-learn w celu zaladowania
zbioru danych oraz jego podzialu na czedci.



2 Cwiczenie

Celem ¢wiczenia jest implementacja algorytmu naiwnego klasyfikatora Bay-
esa. Nastepnie nalezy wykorzysta¢ stworzony algorytm do stworzenia i zba-
dania jakosci klasyfikatoréw dla zbioru danych SMS Spam Collection Data-
set https://www.kaggle.com/datasets/uciml/sms-spam-collection-dataset. Kla-
sq jest pole class.

2.1 Dla chetnych

1. Po wytrenowaniu modelu, wyekstrahuj i wyswietl liste 10 stow, ktére maja
najwieksze prawdopodobienistwo wystapienia pod warunkiem, ze wiado-
mos¢ jest spamem oraz takich, ktore sg najbardziej charakterystyczne dla
zwyklych wiadomosci (ham).

2. Zmodyfikuj proces przygotowania danych (tokenizacje), tak aby model
bral pod uwage nie tylko pojedyncze slowa (unigramy), ale takze pary
stéw wystepujacych obok siebie (bigramy). Poréwnaj skuteczno$é modelu
opartego na unigramach z modelem wykorzystujacym unigramy + bigra-
my


https://www.kaggle.com/datasets/uciml/sms-spam-collection-dataset

	Sprawy organizacyjne
	Ćwiczenie
	Dla chętnych


