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Abstract—This paper describes the implementation of
The main goal of this work is to
investigate the properties of proposed implementation such as
efficiency, speed of the system, energy consumption and use of
embedded logic resources. Final result should confirm that FPGA
implementation of this algorithm can be much more effective in
many ways, than created for microcontrollers, so they could be

substituted by FPGA chips in a few branches of industry.

I. INTRODUCTION

Nowadays, there is a large need for real-time determining

arctan

There are two basic solutions, which can

p(t) / w(T)dr (1)

to local electromagnetic interferences, which can also increase
a measurement error. [2]

II. SENSOR FUSION

To reduce Iimitations related to each sensor, many engineers
are using special signal processing algorithms, which combine
data from all three sensors [3]. This operation is called sensor

f = arct: UL(%) (2)
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uses quaternion arith-

metic. A quaternion [6] 1s a four-dimensional extension of
complex number that can be used to represent the orientation
of a ndged body or coordinate frame in three-dimensional
space. In this work quaternion g 1s represented as four element
vector:

q qr 42 93 qu (5)

where g; 1s a real part and g, g5, g4 are imagmary parts. In
this work quaternions describe rotation of one frame relative
to the second frame and some vector described in that frame.
Denoting first frame by B, second by A and vector by “ i this
relation can be described as:
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where o 1s a rotation angle.

IV. FPGA IMPLEMENTATION

square roots) [5]. This algorithm is sequential, but it can be
splitted to few subsequent rounds. As was said before this
algonithm comes down to transforming and multuplying of
matrices. With FPGA chips many operations can be done
in parallel for each round. so ecach filter update on FPGA
should be much more faster than on CPU or MCU. Moreover,
spliting algonithm to rounds in hardware opens possibility
to use pipeline-processing, which can also increase speed of

computations.

by 30. The divisions and square roots (which are very compu-
tational expensive) are used to normalise quatemions, in other
words to calculate an inverted square root. This operations
can be completely removed. by replacing them with Newton-
Raphson Method [7]. which is the best method for fixed-point
arithmetic, typically used m FPGA chips.

Last problem which must be solved is an effecuve im-
plementation of inverse trigonometric functions arctan and

The main goal of this work 1s to mvestigate how efficient

would be implementation in medium-class FPGA using pro-
posed solutions, compared to the MCU version.

V. DEVICE ARCHITECTURE

A. Component Selection

In this work it is assumed that FPGA chips would be
medium-class. Searching of a proper circuit was constrained
to products offered by three biggest FPGA companies: Altera,
Xilinx and Lattice Semiconductor. Finally it was decided to




Fig. 3. Device architecture block scheme

B. Device Architecture

Figure 3 shows the architure of the whole device, built

VI. RESULTS
Al this moment implementations of an UART and I1°C
in FPGA are done. Implementation of the first version of
B - ich don't use pipeline processing is still
in progress. There is also a reference version implemented on
STM32F303VCT6 MCU, to compare with FPGA version.
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